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Goal is to share excitement about the challenge in an educational and research perspective.

Computational Uncertainty Quantification for Inverse problems
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The Kuopio Tomography Challenge

• Competition organized by UEF and FIPS in 20231

• 3D printed inclusions of higher and lower conductivity
• Immersed in EIT tank with 32 electrodes
• Training data available incl. empty tank data
• Seven levels of difficulty with partial data
• Input: Electrode data measuring currents and voltages

Output: Image segmented into background/higher/lower conductivity
• Score reconstructions by SSIM on test data

1Räsänen et al. 2024.
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The Complete Electrode Model

−∇ · (σ∇u) = 0, in Ω,∫
Em

ν · (σ∇u)dS = Im, on Em, m = 1, . . . , M,

∂u

∂ν
= 0, on ∂Ω \

M⋃
m=1

Em,

with constraints

u + zσ
∂u

∂ν
= Um, on Em, m = 1, . . . , M.

Data are many such pairs of currents and voltages (I, U).

Inverse problem: Find σ from the electrode data.
1Somersalo, Cheney, and Isaacson 1992.
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Baseline Reconstruction Method - provided by UEF

2

Linearization
∆V = J(σ0)∆σ + ∆e

with J(σ0) the Jacobian of the forward model.

MAP estimate for posterior in Bayesian approach with Gaussian
assumptions

argmin
∆σ

∥L∆e(J(σ0)∆σ − ∆V )∥2
2︸ ︷︷ ︸

Data misfit

+ ∥Lpr∆σ∥2
2︸ ︷︷ ︸

Smoothing

;

L∆e and Lpr are weight matrices from prior and noise covariances.

Segmentation by Otsu’s method3 on ∆σ.

2Hauptmann et al. 2017.
3Otsu 1979.
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Example: Linear Reconstruction and Segmentation
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Results - Baseline Reconstruction Method
Ground Truth Level 1

Level 4 Level 7

Score 0.692

0.670 0.355

Score 0.615

0.585 0.134
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The DTU-CUQI Team

Jakob Tore Kammeyer Nielsen Martin Sæbye Carøe Rasmus Kleist Hørlyck Sørensen

Aksel Kaastrup Rasmussen Amal Alghamdi Chao Zhang Jasper Marijn Everink

Jakob Sauer Jørgensen Kim Knudsen
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Team spirit, group work, and coding hackathons
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Spatial Regularization
Level 1 Level 4 Level 7

argmin
∆σ

∥L∆e(J(σ0)∆σ − ∆V )∥2
2︸ ︷︷ ︸

Data Misfit

+ ∥Lpr∆σ∥2
2︸ ︷︷ ︸

Smoothing

+ ∥Lspatial∆σ∥2
2︸ ︷︷ ︸

Spatial
Regularization

.

Here, Lspatial is a diagonal weight matrix with entries calculated proportional to

(Lspatial)i,i = ∥xi∥4
2 ·

(∑
dist(xi, Em)3

) 1
3

, i = 1, . . . , N.
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Results - Reconstruction with Spatial Regularization
Ground Truth Level 1 Level 4 Level 7

Score 0.748 0.654 0.540

Score 0.665 0.678 0.663
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Segmentation

Otsu4 Chan-Vese5

4Otsu 1979.
5Chan and Vese 1999.
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Segmentation: Otsu’s method and Chan-Vese

Otsu’s method: Chooses two threshold values and group pixels into 3 classes
such that the intra-class variance v2

total = v2
1 + v2

2 + v2
3 is minimized.

Here v2
i is the variance within the i’th class.

Chan-Vese: Splits the image, u(x, y), into a background and inclusion by finding
a curve C with closed components and c1, c2 ∈ R that minimize

F (C, c1, c2) = µ · length(C) + ·
∫

inside(C)
|u(x, y) − c1|2dxdy

+
∫

outside(C)
|u(x, y) − c2|2dxdy,

where µ > 0.
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Results - Segmentation comparison
Ground Truth Level 1 Level 4 Level 7

Score 0.748 0.654 0.540
O

ts
u’

s

Score 0.835 0.737 0.526

Ch
an

-V
es

e
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Level Set Parametrization
Key idea: Use smooth level-set functions ϕ1 and ϕ2 to describe two regions

Ω1 = {x ∈ Ω : ϕ1 > 0, ϕ2 < 0}, Ω2 = {x ∈ Ω : ϕ1 < 0, ϕ2 > 0}.

Parametrize conductivity from known contrasts and background σ2 < σ0 < σ1

σ(ϕ1, ϕ2) = σ0χΩ\(Ω1∪Ω2) + σ1χΩ1 + σ2χΩ2 . (1)

(a) ϕ1 (b) ϕ2

= 0.8
0.01

10

(c) σ
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Level Set method

argmin
σ

∥L∆e(F (σ) − F (σ0) − ∆V )∥2
2 + β∥σ∥TV + ∥Lspatialσ∥2

2

Algorithm6,7:

1 Use previous method for a starting guess of ϕ1, ϕ2

2 Perform gradient descent
3 Re-initialization
4 Convergence?

6Chan and Tai 2004.
7Chung, Chan, and Tai 2005.
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Step 3
Observation: When taking gradient descent steps, high-frequency components appear in ϕi.

(a) Iteration 16 of ϕ1 (b) Iteration 18 (c) Iteration 18 (after reinit.)

3 We go from (b) to (c) (re-initialize), every now and again. This is done by solving

∂ϕ

∂t
+ sign(ϕ)(|∇ϕ| − 1) = 0, ϕ(x, 0) = ϕi(x)
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Results - Level set method
Ground Truth Level 1 Level 4 Level 7

Score 0.881 0.866 0.798

Score 0.904 0.815 0.732

18 DTU Compute CUQI KTC2023 10/6-2025



KTC 2023 participants

• 7 teams participated from Brazil, USA, Italy, France, UK, Germany, Finland, Denmark
• Several methods purely model based
• Several methods purely learning based
• Combinations of model and learning
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KTC 2023 results - level 1
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KTC 2023 results - level 4
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KTC 2023 results - level 7
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Scores
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Sparsity regularization
For chosen basis {ϕi}, consider l1 minimization

argmin
x

{
1
2∥Kx − y∥2 + α

∑
i

|(x, ϕi)|
}

.

Remarkable fact: x = γϕj does not solve

argmin
x

{
1
2∥Kx − Kϕj∥2 + α

∑
i

|(x, ϕi)|
}

.

But x = γϕj solves

min
x

{
1
2∥K†

kKkx − K†
kKϕj∥2 + α

∑
i

wk,i|(x, ϕi)|
}

for Kk the restricted/truncated SVD operator and weights

wk,i =
{

∥K†
kKkϕi∥ if ∥K†

kKkϕi∥ ≥ τ,

τ if ∥K†
kKkϕi∥ < τ.
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Linearized EIT

We approach the Kuopio Tomography Challenge 2023 with K = J(x0) and {ϕi} the computational
FEM basis by weighted sparsity

argmin
x

{
1
2∥Kk∆σ − ∆V ∥2 + α

∑
i

wk,i|(∆σ, ϕi)|
}

with Kk the restricted linearized forward operator.
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Linearized EIT

(a) True inclusions (b) Unweighted (c) Weighted
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Linearized EIT

(a) True inclusion (b) Unweighted (c) Weighted

28 DTU Compute CUQI KTC2023 10/6-2025



Final remarks
• Code provided from organizers used as base + FEniCS
• https://github.com/CUQI-DTU/KTC2023-CUQI7
• The FIPS challenges include, Deblurring (2021), CT(2022), EIT (2023) and Speech (2024).

Great data sets for research and education.
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